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Helicopter Inverse Simulation Incorporating an Individual
Blade Rotor Model

Stephen Rutherford* and Douglas G. Thomsont
University of Glasgow, Glasgow GI12 8QQ, Scotland, United Kingdom

Inverse simulation is used to calculate the control displacements required for a modeled vehicle to
perform a particular maneuver. As with all simulations, the usefulness of the technique depends on the
validity of the mathematical model used. To incorporate the latest forms of helicopter model (individual
blade models) in an inverse framework, it has been necessary to modify existing inverse techniques. Such
a model is described in this paper along with an inverse algorithm capable of accommodating it. The
resulting simulation is validated against flight data and comparisons are made with a more basic model.
It is shown that the basic disk model compares well with the more comprehensive individual blade model
until the severity of the maneuver is increased to encompass flight states where nonlinear aerodynamics

effects are prevalent.

Nomenclature

h = height of obstacle in pop-up maneuver

[J] = Jacobian matrix

P, 0O, R = helicopter angular velocity components

R = rotor radius

r = position vector

7, Felem = spanwise distance to blade element center
from hub and hinge, respectively

s = distance to obstacle in pop-up

t = time

t, = time taken to complete pop-up maneuver

U, V, W = translational velocity components of helicopter
c.g.

u = control vector

U crror = control error vector

vV, = helicopter flight velocity

x = state vector

Xey Ves Ze = displacements relative to an Earth fixed
inertial frame

y = output vector

Ydesireds Yeror = desired and error output vectors

o = blade element angle of attack

At = maneuver discretization interval

0 wist = blade geometric twist

0o = main rotor collective pitch angle

0o, = tail rotor collective pitch angle

0,0, = longitudinal and lateral cyclic pitch angles

b, 0, ¢ = aircraft attitude angles

I. Introduction

HE conventional approach adopted in flight simulation is

to calculate the response of a modeled vehicle to pre-
scribed control inputs. This is achieved by integrating the dif-
ferential equations of motion, allowing the vehicle’s trajectory
to be computed in response to a defined pilot control sequence.
Interest in an alternative approach, known as inverse simula-
tion, is growing. This form of simulation involves calculating
the pilot inputs required for a modeled vehicle to fly a pre-
scribed trajectory or maneuver. Inverse simulation is particu-
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larly useful in studies of flight involving precision maneuver-
ing. At the University of Glasgow, applications have been
related to helicopter flight dynamics and have included studies
of safety during takeoff from off-shore platforms,' maneuver-
ability in nap-of-the-Earth flight,” and workload while flying
ADS-33 mission task elements.” Other researchers have ap-
plied this technique to control systems studies® and helicopter
agility”’

The helicopter inverse simulation developed at Glasgow,
Helinv,® makes use of a mathematical model known as HGS’
(helicopter generic simulation), which describes a single main
and tail rotor helicopter. This is a nonlinear model with seven
degrees of freedom (the usual six body modes plus rotor-
speed), and has what is termed a disk representation of the
main and tail rotors. In this form of rotor model, elemental
blade forces are calculated from simplified linear aerodynamic
relationships and expressed as functions of azimuthal and ra-
dial position. The elemental forces are then integrated sym-
bolically to give closed-loop expressions for the rotor forces
and moments. Clearly, this type of model is limited as it is not
possible to accommodate nonlinear aerodynamic properties
such as Mach number variation, three-dimensional blade tip
effects, or retreating blade stall, all of which have significant
influence on the thrust generated by the rotor. Nonetheless, this
model has provided useful and valid results® for a wide range
of applications.

To further extend the range of applicability (allowing valid
simulation at the extremes of the flight envelope) requires the
development of a more comprehensive model. The natural pro-
gression is to a so-called individual blade model, where the
disk representation of the rotor is replaced by individual mod-
els of each of its blades. Elemental blade forces are integrated
numerically, allowing more accurate representation of the aero-
dynamic properties to be included. Another fundamental dif-
ference between the two models is that the rotor loads calcu-
lated by the disk model are in effect averaged for a complete
revolution of all of the blades, i.e., a single steady value is
computed over the period of rotation. This is in contrast to the
individual blade model where the effect on the blade loads
caused by the periodicity of their motion is fully captured, and
as a consequence, the rotor forces calculated (which are sub-
sequently applied to the body equations), are periodic. A model
of this type, known as Hibrom’ (helicopter individual blade
rotor model), has been developed at Glasgow specifically for
use in inverse simulation, the details of which are presented
in Sec. III.
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The numerical techniques associated with inverse simulation
are still to a large extent under development.'~"> The methods
currently used fall into two categories: 1) those employing
numerical differentiation and 2) those using numerical integra-
tion to solve the equations of motion. Using the numerical
differentiation approach, the problem is discretized as all of
the state variable rates are effectively calculated by numerical
differencing. The differential equations of motion become al-
gebraic and are readily solved for the control inputs. The al-
ternative method uses repeated numerical integration of the
equations of motion to determine the control displacements
required to move the aircraft between closely spaced positional
coordinates.

Helinv is an example of a differentiation-based inverse sim-
ulation. As discussed in the preceding text, there is a need to
replace the disk model (HGS) originally implemented in Hel-
inv with a more comprehensive individual blade model (Hi-
brom). Unfortunately, such a model does not lend itself well
to implementation in an inverse form, at least as far as the
numerical differentiation method is concerned. This is partly
because of the structure of the model, but it is mainly because
of the range of characteristic frequencies associated with the
dynamics of the helicopter. The selection of an appropriate
value for the time interval for the numerical differentiation
becomes a difficult problem. The disk model only captures the
low-frequency body modes of the aircraft, so that a relatively
large time step can be used for differencing (possibly as large
as 0.1 s) and, hence, rounding errors are usually avoided. This
is not the case for the individual blade model where the higher
frequency rotor dynamics require a much smaller time interval
to evaluate their rates (typically less than 0.01 s). Experience
has shown that this will lead to rounding error problems in the
much more slowly moving body modes (for example, in a
side-step maneuver the fuselage pitch attitude will change very
little over a 0.01-s interval and, hence, the calculation of its
rate may be prone to rounding error). Experience has also
shown that these rounding errors eventually lead to failure of
the inverse algorithm itself.

To implement an individual blade rotor model in an inverse
sense, the alternative approach offered by the numerical inte-
gration technique is required. Unfortunately, this method can
also exhibit unwanted features.'"'> Work at Glasgow has
solved many of the difficulties associated with this simulation
technique'® and a generic inverse simulation known as Genisa
(generic inverse simulation algorithm) has been devised. The
resulting methodology is presented in Sec. II along with a sum-
mary of the advances made during its development.

A crucial element of any simulation exercise is the valida-
tion of results. Section IV presents comparisons between an
inverse simulation of a quick-hop maneuver and the actual
maneuver flown by a Westland Lynx helicopter. Furthermore,
a comparison of inverse simulation results between the two
rotor models (individual blade and disk) shows the advantages
to be gained in using an individual blade rotor model in terms
of the significant rotor information that is derived.

II. Development of a Robust and Stable Generic
Inverse Simulation Methodology
In all cases, the initial phase of any inverse simulation is the
definition of the trajectory or maneuver that is to be flown.
This acts as the input to the simulation, and a typical example
of one such maneuver definition is now presented.

A. Maneuver Definition

Maneuvers are defined essentially as a series of positional
coordinates (relative to an Earth fixed frame of reference),
equally spaced in time [x(t), y(t), z.(t)]. The helicopter’s com-
ponent velocities [x.(f), y.(t), z.(t)] and accelerations [X.(?),
VA1), ZA1)] in the Earth fixed frame of reference are then ob-
tained by differentiation. This ensures that the vehicle’s c.g.
follows the correct trajectory; however, it is still free to adopt

an unspecified attitude. It is therefore necessary to prescribe
one of the vehicle attitude angles [the heading angle {s(f) being
the most convenient] to guarantee a realistic maneuver and
vehicle response. Thus, the desired output vector y gegrea Can be
easily constructed using three Earth fixed displacements and
headings:

ydesixedz(-xe Ye Ze llJ)T (1)

and is, in effect, the input to the inverse simulation.

As an example, consider the pop-up maneuver (Fig. 1),
where it is assumed that the pilot’s task is to clear an & over
some distance s. A series of boundary conditions are applied
to the altitude of the helicopter at the entry and exit of the
maneuver. The simplest analytical function that satisfies these
conditions is fifth-order polynomial:

t ? t * t ’
2 = —h |:6 (—) - 15 (—) + 10 (—) } @)
t, h b

where ?,, is the time taken to complete the maneuver. To com-
plete the description we assume that the pop-up performed at
constant heading, i.e., (#) = 0 and velocity V,, and that there
are no lateral excursions, i.e., the maneuver is longitudinal and
performed in the x. — z. plane, giving y(t) = 0. The longitu-
dinal displacement x.(f) can be evaluated numerically by in-
tegrating

x(0=\VV:— )

while the 7,, can be calculated by specifying the total track
distance s, then noting that

s = f x(t) dt
0

In essence, the complete maneuver may be defined by spec-
ifying values for the parameters s, &, and V. The final simu-
lation results are sensitive to the form of the maneuver applied
as input. For example, Eq. (2) may be substituted for a seventh,
ninth, or higher-order polynomial, simply by adding further
constraints at the entry and exit points. The basic parameters
s, h, and V, will be satisfied in each case, but the profile will
be quite different, particularly in the higher-order derivatives
of the chosen function. The demanded accelerations are then
different; hence, the control displacements required to provide
them also differ. This approach may seem simplistic, but past
experience” has shown that profiles such as that given in Eq.
(2) provide realistic trajectories. A more structured rationale
for selecting maneuver profiles based on quickness values cal-
culated from ADS-33 mission task elements" has been sug-
gested by Thomson and Bradley.”

This maneuver definition must now be applied to the heli-
copter model in such a way that the control displacements
necessary to fly it are calculated. The scheme used by Ruth-
erford and Thomson is presented in detail in Ref. 10, and for
clarity this is now summarized.

| .|
"t

S

Fig. 1 Pop-up maneuver.
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B. Genisa Algorithm
The nonlinear equations of motion may be expressed in the
following form:

x =f(x, u); x(0) = xo

Y=gk
For the helicopter we have
x=[U V W P Q R ¢ 0]
u=1[0, 6, 6. 0q1

The vector y is given by Eq. (1). In the context of an inverse
simulation we require u to calculate for a giveny. The problem
can be discretized into a series of time points f,, at each of
which there iS Y geirea(i) (as defined by the maneuver model),
describing the position and heading of the helicopter. At the
current time point ¢ = ¢, the value of x(#) is known by inte-
gration of the state derivatives x(f;_,) from the previous time
point t = #,_,. The influence of the control vector u(t,) on x(z,)
[and, consequently, x(#,,) and y(#:.,)] can be found by per-
turbing the current value. The problem is to effectively find a
solution for u(#,) that will produce a value of y(#,,) equal to
Yaesired(fxs 1)- In simple terms, a guess is made as to what control
inputs are required to move the helicopter from its current
position (and heading) to that specified at the next time point
in the maneuver definition. The equations of motion are then
integrated in the usual manner, and the actual position pro-
duced using the estimated control displacements is calculated.
The error between actual and desired position is then used as
the basis for an iterative scheme to calculate exactly what con-
trol displacements are required to achieve the desired posi-
tional and heading change. The output error functions are
solved over each interval, producing control time histories for
the complete maneuver. This method has been used previously,
by Gao and Hess'> among others.

At a general time point (the mth estimate at the kth time
point, x(t,),, can be evaluated using x(#,) and the current esti-
mate for u(t),.:

x(t)m = flx(@D), u(t, 3)
This in turn can be integrated, using, for example, the

method of Runge—Kutta,14 to provide estimates of x( 1),, and
¥y(tii 1), at the next time point:

X(ts D = f x(t),, dt + x(t),, 4)

y(tk+ l)m = g[x(tk+ l)m] (5)

An error function is defined as the difference between the

latest estimate of the output vector y(t.,), and the desired
value Ygesrea(fie 1):

Yeroltie Dim = Y(tes Do = Y dosired(ir 1) (6)

The conventional approach is to seek the condition

Yeroltis 1)m = 0, usually by employing a Newton—Rapson solver
such as

w(t) = u(ty),, — [J1™ lye.m.-(tk+ Dom (7

where [J] describes the rate of change of the output vector
with respect to the control vector. The details of the Jacobian

formulation are given later in the text. The Genisa algorithm
uses a modified form of this iteration:

Ut 1 = Ut — Uerwol T m

which in contrast to Eq. (7) does not involve inverting the
Jacobian explicitly. Instead, the control error vector is evalu-
ated by solution of the linear system in Eq. (8) using LU fac-
torization'*:

[Vt erro(t) = Yy error(ks D (8)

This method, by avoiding matrix inversion, should be more
accurate and stable for a wider range of Jacobians.

Assuming that the problem to be solved involves a vehicle
with n controls flying a maneuver defined by n parameters and
then for the mth estimate at the kth time point, the Jacobian is
an n X n matrix, the entries of which, j;(t),, are evaluated by
differentiating each of yeuori(#4: 1), With respect to each of the
elements of the control vector u;(f,),,. The expression for de-
termining a Jacobian element is thus

Y erroril(txs 1om

(T =
Jj( ) auj(tk)m

If the desired output is defined in terms of displacements,
then the Jacobian is

ox, O0x., O0x, 0x,
9ye
20,
0Z.
20,
b
900 900

1=

Within the algorithm, there are no analytical expressions for
¥, and so the elements of the Jacobian must be calculated nu-
merically by central differencing, the general representation of
which is in the following equation:

Y error il Dm
ou j(tk)m

_ye.m.-i{tk+ it + dui(t)]} o — Yeror il tes 1 [1;(t) — dui(t)]} .0
- 28u(t),n

All n output elements must be calculated at positive and
negative perturbations from their current estimates and, hence,
Egs. (3—6) must be used a further 2n times. This process is
repeated at a series of consecutive, equally spaced points in
time along the maneuver giving time histories for the controls.

C. Structural Differences Between Integration
and Differentiation Methods

The most significant difference between the two types of
solutions is the time taken to produce results: Genisa is typi-
cally an order of magnitude slower than Helinv, mainly be-
cause of the large number of numerical integrations that have
to be performed. Although this is a major drawback of the
integration approach, its main advantage lies in the algorithm
structure. In the differentiation method the necessity to express
the rates of change of state variables by numerical differenti-
ation forces the vehicle equations of motion to become em-
bedded within the main inverse algorithm. As a result, making
major changes to the model (or indeed to the form of the
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output Ya.ra) €an require significant restructuring of the al-
gorithm. This is not the case in methods using the integration
scheme where the model and algorithm can be expressed in-
dependently. This is primarily because the iteration minimizes
the error in flight path variables that are not explicit in the
equations of motion. The result of this is that modeling en-
hancements do not necessitate changes in the algorithm struc-
ture; indeed it is possible to simulate completely different ve-
hicles simply by changing the mathematical model. Further,
should an alternative set of input motion constraints be desir-
able, then it is a simple case to modify the error functions. It
is for these reasons, and despite the greatly increased com-
putational time required, that the integration based method is
often favored.

D. Improving the Numerical Stability of Integration-Based
Inverse Simulations

The stability of solutions generated using the integration
method can be compromised if too small a calculation time
step At is used.'>'® As first noted by Lin et al.,'"" “when there
is an uncontrolled state variable, the integration inverse
method may be unstable for small time step.” This can be
demonstrated by considering inverse simulation using the HGS
model with multiblade flapping dynamics. Because a conven-
tional helicopter has only four controls and the model in ques-
tion has 10 degrees of freedom, it is clear that there will be
uncontrolled states. The Genisa simulation does show evidence
of the phenomenon identified by Lin et al.,"" the pop-up results
in Fig. 2 (where s = 200 m, # = 30 m, and V, = 80 kn), for
example, were produced using a time step of 0.01 s. The small
discretization interval has introduced unstable oscillations
whose period matches the size of Az. This result is typical of
those observed in other inverse simulations of this type and is
without doubt a serious drawback to the use of such tech-
niques. In the case of systems that have a wide range of char-
acteristic frequencies, such as the helicopter, these problems
can be restrictive. Indeed, for a more sophisticated individual
blade helicopter model to be utilized for inverse simulation, a
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Fig. 2 Inverse simulation results using displacement error func-
tion (HGS model, Westland Lynx flying pop-up).

solution to the problem of numerical stability with small time
steps is essential.

It is shown in Sec. IL.B, Eq. (6), that the iterative solution
most often used in integration inverse algorithms is based upon
minimizing the difference between the actual and desired heli-
copter position:

Y = Ydesired = 0 9)

where the output vector contains the elements x., y., z., and {.
The rationale behind making this choice is that it is most con-
venient and natural to describe a maneuver in terms of these
parameters. A simple alternative to this is that the error to be
minimized is defined in terms of the aircraft’s acceleration,i.e.,
y contains the elements %, y., Z., and 111 In the maneuver def-
inition used to initiate the simulation, the desired accelerations
are evaluated simply by differentiating the representative poly-
nomials [Eq. (2), for example, is readily differentiated to give
Z,, etc.]. The algorithm as described in Sec. II.B. is unchanged;
that is, estimates of control displacements are made and the
equations of motion are integrated between time points until
Eq. (9) is satisfied.

This simple modification has the effect of eliminating the
instabilities observed previously. Figure 3 shows controls cal-
culated for the sample pop-up described earlier, again using a
time step of 0.01 s. Direct comparison can then be made be-
tween Figs. 2 and 3, and it is evident that the instabilities
associated with a small time increment have been eliminated,
leaving only low-amplitude oscillations associated with blade
flapping. It is apparent then that a simple modification has
produced a significant improvement in the quality of the re-
sults. A complete explanation of why such a dramatic improve-
ment is achieved is given by Rutherford and Thomson." In
summary, however, the underlying reason is that an error func-
tion associated with accelerations will have greater sensitivity
to control displacements than will one associated with posi-
tional displacements. This has implications when using nu-
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Fig. 3 Inverse simulation results using acceleration error func-
tion (HGS model, Westland Lynx flying pop-up).
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merical differentiation to calculate the Jacobian. When using
a very short time interval, the positional displacements caused
by small perturbations in controls may be similar and very
small, hence, leading to rounding errors in the differencing
process. This may not be the case when using the more sen-
sitive acceleration error vector, where even small positive and
negative control displacements should provide distinct and dif-
ferentiable function values.

It has been shown in this section that it is possible to obtain
stable inverse simulation results using an inverse simulation
technique, the structure of which is capable of accommodating
a complex (individual blade) rotorcraft model. This combina-
tion is demonstrated in Sec. IV of this paper; however, it is
first necessary to give some details of the individual blade
helicopter mathematical model itself.

III. Development of an Individual Blade
Rotorcraft Model, Hibrom

To successfully simulate a given aircraft requires calculation
of the external forces and moments generated by each of the
vehicle’s components. For a helicopter, modeling the main ro-
tor occupies the majority of effort as this is the most complex
component. The forces and moments generated by a helicopter
rotor are most conveniently estimated by use of blade element
theory.”” As already discussed in the context of helicopter sim-
ulation, there are two commonly adopted approaches: the disk
model and the individual blade model. Blade element theory
is used in both cases to calculate the rotor forces and moments,
the primary difference being that simplifying assumptions re-
garding the aerodynamic properties of the blade elements are
made in the disk model to allow analytical expressions to be
derived. As will now be shown, this is not the case in an
individual blade model where, as the integrations are per-
formed numerically, it is possible to incorporate a more com-
prehensive representation of the aerodynamic and geometrical
properties of the blade. The main modeling features of Hibrom
are now summarized, a more detailed description is given by
Rutherford and Thomson.”

A. Blade Dynamics

It is assumed that the main and tail rotor blades are fully
rigid. This assumption has been found to be reasonable for
simulating the flight mechanics of articulated rotor configura-
tions,'® but may result in poor prediction of the off-axis re-
sponse of helicopters with semirigid rotors."” Lead/lag freedom
has also been neglected.

B. Blade Aerodynamics

Aerodynamic data is for a NACA 0012 aerofoil'” in the
range of =18 deg, and compressibility effects have been in-
cluded. The data has been blended with suitable low-speed
data for the remainder of the 360-deg range to model the re-
versed flow region and fully stalled retreating blades. Dynamic
stall effects have not been included.

C. Inflow Model

The dynamic inflow model of Peters and HaQuang™ has
been used. This model captures the effect of the rotor moments
and the lag between application of the blade pitch and changes
in the aerodynamic forces.

20

D. Blade Geometry

The spanwise variation of chord and geometric twist have
been included in the blade elemental data.

E. Fuselage Aerodynamics

Look-up tables of force and moment coefficients generated
from wind-tunnel tests of fuselage models have been used. The
full 360-deg range of angle of attack and sideslip are accom-
modated.

So far in this paper, the development of an individual blade
rotorcraft model and an inverse simulation methodology ca-
pable of accommodating it have been discussed. In the follow-
ing section, sample results from this combination are given
that illustrate both the validity of the model and the contrasting
results from the more basic disk model implementation.

IV. Inverse Simulations Using an Individual Blade
Rotorcraft Model

In this section, sample results from the use of the Genisa/
Hibrom inverse simulation are compared with results from the
Genisa/HGS simulation. The process of validating a mathe-
matical model is essential before there can be confidence in
the use of the simulation in practical applications. The results
in the following section are therefore aimed at validating the
Hibrom model.

A. Validation of Hibrom

The most common way of validating a mathematical model
is to compare flight test results with those from the simulation.
In simple terms, a standard control input may be applied to
both vehicle and simulation, and the responses of both com-
pared. In the context of an inverse simulation, it is possible to
fly the vehicle and simulation through identical maneuvers,
then compare both state and control time histories.®

For the current study, data from flight trials undertaken by
the Defence Research Agency (DRA), Bedford, U.K., have
been used. These trials were performed using a Westland Lynx
helicopter, and the maneuver flown was the quick-hop. This
maneuver is initiated from the hover, the pilot being instructed
to translate forward to a new location some fixed distance
away. Constant altitude and heading is to be maintained, and
the aircraft is to be returned to the hover at the final position.
Onboard instrumentation permits the vehicles states to be es-
tablished throughout the maneuver. The pilot’s control inputs
are also measured allowing blade pitch angles to be obtained.
The aircraft’s position during the maneuver is recorded from
ground-based measurements.

The flexibility of the integration inverse simulation tech-
nique is of particular value when validating mathematical mod-
els. It is possible to use the data measured during the trials as
the error function for the simulation, in this case we have

Ydesirea = [6 (b 111 Ze]T

and with appropriate configurational data in the model it is
possible to simulate the Lynx flying precisely the maneuver
flown by the real aircraft.

Such a comparison is shown in Fig. 4, where the measured
data from a quick-hop of a distance of 300 ft (91 m) has been
used. From these plots it is apparent that the overall trends in
each variable have been captured by the simulation, although
the amplitude of some inputs do appear to be inaccurate (the
initial pulse in longitudinal cyclic, for example). When con-
sidering where the modeling deficiencies lie, one must con-
sider again the initial assumptions made in constructing the
main rotor model. For example, the assumption that the blades
are rigid may have a significant effect on the results. The tor-
sional flexibility of the blade will superimpose pitch inputs in
addition to those applied by the pilot, an effect that is not
present in the mathematical model. Likewise, the modeled
flapping dynamics and inflow may not completely replicate
those of the real aircraft. A disk model is used for the tail
rotor, and underprediction of the collective 8, is consistent
with the observations of other authors.”

Clearly, the validation results shown here are insufficient to
make a full assessment of the validity of the model, this is not
the aim of the current research. However, while it is clear that
the comparisons shown in Fig. 4 are inconclusive, the gross
effects of the aircraft dynamics have been shown to be pre-
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Fig. 4 Comparison of flight test and inverse simulation results
for a Lynx helicopter flying a quick-hop maneuver.

dicted correctly. This and other similar results for different
maneuvers gives sufficient confidence in the model to allow it
to be used in range of flight mechanics applications. The type
of modeling enhancements required to improve the predictions
will require little or no change to the inverse algorithm itself.

B. Comparison of Inverse Simulations Using Disk and
Individual Blade Rotor Models

A comparison between inverse simulation results from the
disk and individual blade models is of interest. One of the first
issues to be decided upon is the choice of Ar. In using a disk
model such as HGS in inverse simulation, the choice of a
discretization interval is determined primarily by numerical
stability. For inverse simulation using an individual blade rotor
model, further consideration of the solution interval is re-
quired. This is because of the influence of the rotor dynamics.
Too short a solution interval will result in poor prediction of
the influence of control perturbations on the longer term dy-
namics of the aircraft as a result of transient effects. This can
subsequently lead to failure of the algorithm. Consequently, an
interval must be chosen that is sufficiently long to allow the
transient dynamics to settle. Typically, this requires a time con-
sistent with at least half a turn of the main rotor.

The oscillatory nature of the rotor forcing also means that
the solution interval must coincide with an integer number of
main rotor periods (a quarter turn for the four-bladed helicop-
ter model used here). Note that this effect imposes the con-
straint of assuming constant rotorspeed on the model. For con-
sistency, the same interval (0.086 s for the Lynx configuration)
is used in both simulations.

A comparison of simulations is shown in Fig. 5 for the test
pop-up maneuver described earlier. The comparison shows that
both models predict very similar control displacements. This
may seem like a disappointing result; however, it should be
borne in mind that this is only a moderately severe maneuver
and the linear assumptions made in the disk model will still
be valid. The similarity of the HGS results to the supposedly

more realistic individual blade model suggests that simpler
disk models are applicable for the inverse simulation of mod-
erately severe maneuvers. This assertion is confirmed when
simulations from the individual blade and disk model are com-
pared alongside flight data from the same moderately severe
maneuver. The simulations give almost identical results, indi-
cating a similar level of validity, and it can be deduced that
the demanded maneuver has not drawn the individual blade
model out to the edges of the flight envelope where its refined
modeling should provide more accurate predictions.

Increasing the severity of the pop-up maneuver has a sig-
nificant effect on the results. Figure 6 shows a comparison of
results for the identical pop-up, but with the velocity increased
to 85 kn. While HGS predicts control displacements that are
very similar to those in Fig. 5, Hibrom’s results are quite dif-
ferent. This is most evident in the discontinuous section of the
lateral cyclic time history.

This can be explained by consideration of the fuselage pitch
angle during the maneuver, (Fig. 7). It can be seen that during
the exit phase of the maneuver, where the aircraft performs a
push-over (in fact, the minimum load factor drops below 0.5
g) to clear the obstacle, the fuselage pitch attitude drops to
around —20 deg. At this attitude and flight speed, the perpen-
dicular blade velocity component becomes negative over a sig-
nificant portion of the disk. The consequence of this is that on
the retreating side of the disk, where the tangential velocity is
small, we find large negative a. Figure 8 illustrates the vari-
ation of angle of attack of an inboard blade element (r/R =
0.25) during the pop-up maneuver as predicted by Hibrom. In
both simulations, the modeled aerofoil section is the NACA
0012 profile; however, only the tabulated data used in Hibrom
captures the stall characteristics of this section (ocqm = *15
deg). It is clear from Fig. 8 that the stall is encountered on the
retreating side of the disk throughout the pushover phase of
the maneuver. The result of this is that a net rolling moment
is generated, and the remedial action predicted by Hibrom is
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Fig. 5 Inverse simulation of a pop-up maneuver (s = 200 m, i =
25 m, and V,= 80 kn) with data for Westland Lynx helicopter.



RUTHERFORD AND THOMSON 633

16,

%
(deg) 14 ]
12
10
b 7 7 3
Time (s)
Q]F 5,
VA
(deg) / ,‘h
q z 1/ 4 e
R y i \ Time (s)
-s] . \
\
\
-10]
4.
910 J—
(deg) 2 == D /
([ \ / /
o N\
q 2 TN/ [
v
2] ¥ Time (s)
Oc 2 4 6
Time (s)
-_  HGS
—— - —— - — Hibrom

Fig. 6 Inverse simulation of a pop-up maneuver (s =200 m, i =
25 m, and V.= 85 kn) with data for Westland Lynx helicopter.
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Fig. 7 Fuselage pitch angle during pop-up (85 kn) maneuver.
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Fig. 8 Angle of attack of Hibrom inboard blade station during
pop-up (85 kn).

a rapid input of lateral cyclic stick to counteract this moment.
This effect is entirely missed by the HGS disk model because
the stalling characteristics are not predicted by the linear rep-
resentation of lift coefficient.

It can be argued that such large and rapid inputs are unlikely
to be applied by a real pilot. In this case, a real pilot would
be likely to feel the onset of the stall through vibration, and
easeoff slightly during the pushover. From the results shown
here, it is clear that the maneuver can be flown well within
the control limits of the helicopter, but the low load factor in
the pushover phase causes severe blade stalling, an important
feature simply not captured by the disk model. In fact, as the
speed of the helicopter through the maneuver is gradually in-
creased (thereby increasing the severity of the maneuver), the
individual blade model, Hibrom, predicts a limiting case of
around 90 kn before severe blade stall causes failure of the

algorithm (suggesting that this maneuver cannot be flown). On
the other hand, the disk model, HGS, continues to predict so-
lutions well beyond this velocity before control limits are
breached. It can be concluded that the linear approximations
made in the disk model are insufficient to accurately predict
the aerodynamic loading of the rotor in severe flight states. It
follows that if accurate results are required for maneuvers
close to the extremities of the flight envelope, then an individ-
ual blade rotor model must be used.

V. Conclusions

From the research presented in this paper, the following con-
clusions can be drawn.

1) Helicopter individual blade models require integration
methods for inverse simulation to accurately predict the wide
range of characteristic frequencies.

2) The discretization interval should be expressed as a whole
number of blade periods to capture the periodicity of the
forces. For convenience, constant rotorspeed can be assumed
to determine the calculation interval.

3) For improved numerical stability, the error function in the
inverse algorithm should be based on accelerations rather than
displacements.

4) As both disk and individual blade models have similar
modeling features, both give similar results up to moderately
severe flight states. As the severity of the demanded maneuver
is increased, the nonlinear effects not simulated in the disk
model become influential in the results from the individual
blade model.

As the interest in inverse simulation grows, more effort must
be applied to the associated numerical techniques to ensure
that the algorithms do not impose constraints on the mathe-
matical models used. If this form of simulation is to be more
widely used it must be able to accommodate state-of-the-art
mathematical models. A method of achieving this goal has
been demonstrated in this paper.
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